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ABSTRACT 
Students’ satisfaction from educational resources is a subjective 
perception of how well these resources meet students’ 
expectations for learning. Recommending educational resources 
to groups of students, targeting at optimizing all students’ 
satisfaction, is a complicated task due to the lack of joint group 
profiles. Instead of merging individual profiles or fusing 
individual recommendations, this paper follows a game-theoretic 
perspective for solving conflict of interest among students and 
recommending resources to groups in online collaborative 
learning contexts: the group members are the players, the 
resources comprise the set of possible actions, and maximizing 
each individual member’s satisfaction from the selected 
resources is a problem of finding the Nash Equilibrium. In case 
the Nash Equilibrium is Pareto efficient, none of the players can 
get more payoff (satisfaction) without decreasing the payoff of 
any other player, indicating an optimal benefit for the group as a 
whole. The comparative evaluation of the suggested approach to 
other state-of-the-art methods provided statistically significant 
results regarding the error in predicted group satisfaction from 
the recommendation and the goodness of the ranked list of 
recommendations. 
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1 INTRODUCTION 
Student satisfaction is a subjective perception of how well a 
learning object prompts students’ thinking and learning and 
supports success [20] . It has been acknowledged for reflecting 
the feeling of sufficiency from the accomplishment of needs, as 
well as the consistency between expected gain and the actual 
experience [22]. Relevant studies shown that learner-learner and 
learner-item interactions are essential for improving students’ 
satisfaction from online learning experiences and are significant 
predictors of students’ learning gain [8, 17–19, 35, 36]. 

In order to boost students’ satisfaction in online activities, 
two conditions should meet (among others): (a) the students 
should interact with each other (i.e., in groups), and (b) the most 
suitable resources should be recommended to the groups. 
However, recommending educational resources to groups is not 
a trivial task [23]; students in a group may not be fulfilled by the 
same items, yet wish to meet their own expectations, making it 
difficult to reach to a consensus between group members. 
Inspired from [7], we argue that solving conflicts of interest 
between group members could be facilitated by Game Theory. 

Game theory is “a study of mathematical models of conflict 
and cooperation between intelligent rational decision-makers 
(players)” [28]. The present work demonstrates a method for 
recommending educational resources to groups of students based 
on non-cooperative games. Non-cooperative is a technical term 
and not an assessment of the degree of cooperation among 
players in the game, i.e., a non-cooperative game can model 
cooperation, focusing on predicting individual players’ choices 
(actions) and payoffs, but the players make self-enforced 
decisions independently [29]. 

The problem we address is how to optimally recommend 
educational resources to a group of students with respect to each 
individual member’s satisfaction from the recommendation. 
More precisely, in our approach, the group members (students) 
are the players, the educational resources (items) comprise the 
set of possible actions, and performing a rational, self-enforced 
selection of items, i.e., that will maximize each group member’s 
satisfaction (payoff), is a problem of finding the Nash 
Equilibrium (NE). In this state, if the other students will not 
modify their own actions, the student who has the option of 
moving away should have no incentive to unilaterally do so (the 
payoff doesn’t improve). In case the state is Pareto optimal, none 
of the students can improve their payoff without decreasing the 
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payoff of any other student, indicating a fair and optimal benefit 
for the group as a whole. 

The remainder of the paper is organized as follows. Section 2 
briefly reviews existing methods for group recommendations, 
highlighting the need for additional research in the educational 
domain. Section 3 formalizes the problem of recommendation of 
educational resources to groups of students as a non-cooperative 
game and demonstrates an illustrative example. Section 4 
presents the results from the evaluation of our approach, and 
Section 5 elaborates on our findings and concludes the paper. 

2 RELATED WORK AND MOTIVATION OF 
THE RESEARCH  

Recommender systems (RSs) are programs that target at 
suggesting to their users those items that will best satisfy their 
preferences, by predicting the users’ potential interest in the 
items; the decision is driven by the collected and analyzed 
information about the items, the users and the user-item 
interactions [4]. Literature on the topic is rich [4, 21, 31].  
Prevalent approaches include collaborative filtering [34], 
content-based [32] and knowledge-based [6] techniques. Due to 
drawbacks and limitations of these techniques (e.g., prediction 
accuracy, data sparsity, cold-start issues), more sophisticated 
approaches have been proposed, e.g., fuzzy-logic based [38], 
social network-based [11] and context aware RSs [1]. 

There are application domains in which the users need to 
carry out an activity together, as a group. In these cases, the goal 
is to recommend items that would meet all users’ preferences as 
much as possible [3]. However, recommending to groups is more 
complex than recommending to individuals [23]; group members 
usually don’t have the same preferences and interests, making it 
difficult to reach to an agreement between them and satisfy 
them all. In order to address this issue, commonly used practices 
in group-recommender systems either (a) generate 
recommendations for each group member sparsely and next fuse 
the lists of individual recommendations, or alternatively (b) 
merge individual preferences in a single group profile (pseudo 
user) and apply a recommendation technique on it [3,13]. 

In each case, group aggregation strategies are recruited to 
guide the selection of those items that will satisfy all group 
members, and establish an automatic way of how a group of 
people can reach to a consensus [25]. [23] summarized eleven 
strategies including average, least misery, most pleasure, average 
without misery, plurality vote, etc. For example, MusicFX, a 
group recommender systems for selecting a music station, uses a 
variant of the average without misery strategy for group profile 
aggregation [26]. INTRIGUE, a hybrid system for sightseeing 
destination recommendation to tourists, takes into account 
characteristics of sub-groups, creates a model for each of them, 
and then aggregates the sub-group recommendations [2]. 
PolyLens recommends movies to groups, using the least misery 
criterion for fusing recommendations [30], whereas HappyMovie 
uses the individuals’ personality and “social trust” in an average 
profile strategy [33]. For a systematic review, see [24]. 

The research in educational group recommender systems is 
rather sparse, focusing on recommending learning resources to 
groups of students or to groups of instructors. The researchers 
aggregated learner profiles in pseudo group profiles prior to 
generating the recommendation [10] or generated single-user 
recommendations, constructed homogeneous groups, and next 
recommended resources to these groups [15]. For recommending 
learning objects to groups of instructors, DELPHOS applies 
classification algorithms on meta-data, including students’ 
characteristics and the results from the evaluation of five 
aggregation methods [39]. 

In these approaches, aggregations of group members’ 
interests, learning styles and personalities are employed to reach 
to an agreement between the group members. However, not all 
aggregation strategies work efficiently in all cases, whereas 
evaluating the aggregation strategies prior to applying one of 
them is time consuming. Besides, these methods recommend 
only one item per time, though it is very likely that students 
would possibly like to access multiple learning resources. In this 
case, they would be more pleased with a sequence of suggested 
items. Yet, homogeneous groups is an unwanted restriction.  

Towards addressing these issues, we argue that non-
cooperative games could efficiently solve conflicts of interest 
between group members and guide the recommendation of a 
sequence of learning resources. 

3 PROBLEM FORMULATION AS A NON-
COOPERATIVE GAME  

3.1 Problem definition  
Consider a set of students and a set of educational 

resources ; we use the indexes i, j to refer to an 

individual student or resource (item), respectively. For each 
student i and each item j, the student’s satisfaction sij can be 
estimated from the student’s self-enforced evaluation of how 
much the particular item corresponds to the student’s 
expectations and how much it motivates the student’s thinking, 
with respect to the student’s learning goals. Students’ 
satisfaction from each item is measured with appropriate 
questionnaire (see section 4); if a student has not yet evaluated 
an item, then sij =0.  

Also, consider  as the predicted satisfaction for student i 

from item j; is computed with Matrix Factorization technique 

[16] (sub-section 3.2), and is a decision criterion for selecting an 
item j given the predicted satisfaction it will excite to a student i. 

We examine the case of having students who collaboratively 
solve problems in groups (at least two members). Let G be a set 

of all groups that may be formed by L; then  . If

, then |g|=k, the number k of group members in group g, 
with k ≥ 2. The goal is to recommend to each group those items 
(single or sequence) that will optimally be beneficial to the group 
as a whole – supporting the group members to efficiently 
complete the assigned collaborative task – and that are expected 
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to maximize each individual member’s satisfaction as well. The 
items to be recommended to each group should not have been 
previously seen or evaluated by any of the group members, and 
are strategically designed to promote the students’ interest in a 
specific learning topic. The group members are students with 
potentially competing/conflicting learning goals, expectations 
and preferences (i.e., the groups might be homogeneous, mildly 
heterogeneous or heterogeneous groups). 

We model the group recommendation problem as a non-
cooperative game, i.e., a tuple (k, Q, f), where: 
• The k students (group members) are the players.  
• The set of unrated educational resources (items)

, , are the available actions. A 

vector  is a strategy profile. 

• The payoff function for a student i and a strategy profile x,

 , where |q| is the total number of items in the 

strategy, calculates the predicted satisfaction for student i in 
the group, resulting from the actions (items selected) by all 
group members – including himself – as the average individual 
predicted satisfaction from all items in the given strategy. 

The items that will be recommended to the group of students 
are those in the Nash Equilibrium (NE) (single item or sequence 
of items). This state includes those items that, considering that 
the other students will not modify their own strategy, the 
student who has the option of deviating should have no benefit 
by unilaterally changing his own strategy (does not improve his 
payoff). Let xi be a strategy profile for student i and x-i be a 
strategy profile of all students except for student i; a strategy 

profile  is a NE if: . In 

case there are more than one strategies that are NE, the 
recommendation solution for this group is the one that is 
“socially optimum”: no other strategy  has both a weakly 

better payoff for all students and a strictly better payoff for some 

student: and . In other words, 

if the recommendation solution is Pareto efficient, it is 
impossible to improve the satisfaction of a student without 
worsening the satisfaction of another student, indicating an 
optimal solution for the group. However, it is very possible that 
none of the NE is Pareto efficient. In this case, we calculate the 
distance between the highest and lowest payoffs in the strategies 
that are NE, and select the strategy that minimizes this distance, 
indicating a fair solution for the group. 

Finally, for calculating the predicted group satisfaction, a 
group consensus function  computes the average 
satisfaction from each item in the recommended strategy Q for 

the group g:  , where  is the payoff for 

each member i and x are the items in the Q strategy (i.e., the NE). 

The overall architecture of the suggested approach for 
educational group recommendations is illustrated in Figure 1. 

 

Figure 1: Architecture of non-cooperative game-theoretic 
group recommender system for educational resources. 

3.2 Matrix Factorization 
By definition, in non-cooperative games, the students act 
rationally (i.e., they would select those items that would increase 
their own satisfaction), and know that the other students act 
rationally as well. Moreover, in games, it is assumed that the 
students are aware of their predicted satisfaction from each 
available strategy, and of the predicted satisfaction of the other 
group members from their choices. In order to suggest items to 
the group members, this information should be available to the 
game-theoretic group recommender, to guide decision support.  

As stated in sub-section 3.1, the predicted satisfaction for 

student i from item j is computed with the Matrix Factorization 
technique [16]. The basic idea is to view the student-item 
satisfaction as a sparse matrix, for which we wish to predict the 
values of its empty cells, such that the values would be 
consistent with the existing satisfactions in the matrix. This is 
achieved by computing a low-rank approximation of the 
satisfaction matrix. As notational convention, bold small letters 
denote vectors, and bold capital letters denote matrices. 

Let S be the matrix of size |L| x |R| that contains the 
satisfaction that the students get from the items. Each student li 
is associated with an f-dimensional factor vector li, and similarly 
each item rj with an f-dimensional factor vector rj. To get the 
predicted (approximated) satisfaction from an item rj for student 
li, the inner product of the corresponding factor vectors is 

computed:  The resulting dot product captures the 

student’s li overall satisfaction from the item rj, and models this 
interaction. The major challenge is then to compute the mapping 
of each item and each student to the factor vectors, rj, li, so that 
they accurately estimate the known satisfactions without over-
fitting. The simplest approach to learn the factor vectors is to 
minimize the regularized squared error on the set of known 

satisfactions: , where K is the 

set of (li, rj) pairs for which sij is known. The constant λ controls 
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the extent of regularization and is usually determined by cross-
validation. To minimize this function and determine the factor 
vectors, Stochastic Gradient Descent [5] can be applied. 

3.3  Illustrative example  
Consider a group with two members, i.e., the students A and B. 
Table 1 demonstrates the individual students’ predicted 

satisfaction  from the educational resources r1, r2, r3, r4 and 

r5, after matrix factorization. None of the students A and B has 
previously seen or evaluated any of these five items.  

Table 1: The individual students’ predicted satisfaction 
from the educational resources 

 r1 r2 r3 r4 r5 
A 3.6 4.2 1.8 2.6 3.2 
B 1.2 3.4 2.4 4.6 4.6 

 
Table 2 illustrates the payoff (satisfaction) for each student 

from all the possible actions (strategies) taken by himself and the 
other group member. 

Table 2: The payoff (satisfaction) for each student from all 
the possible actions (strategies) 

 B 

A 

 r1 r2 r3 r4 r5 
r1 (3.6, 1.2) (3.9, 2.3) (2.7, 1.8) (3.1, 2.9) (3.4, 2.9) 
r2 (3.9, 2.3) (4.2, 3.4) (3.0, 2.9) (3.4, 4.0) (3.7, 4.0) 
r3 (2.7, 1.8) (3.0, 2.9) (1.8, 2.4) (2.2, 3.5) (2.5, 3.5) 
r4 (3.1, 2.9) (3.4, 4.0) (2.2, 3.5) (2.6, 4.6) (2.9, 4.6) 
r5 (3.4, 2.9) (3.7, 4.0) (2.5, 3.5) (2.9, 4.6) (3.2, 4.6) 

 
From this table, it can be seen that there are two NE, the 

strategies profiles (r2, r4) and (r2, r5). The reason is that if 
student A chooses action r2, then student B has the same benefit 
from actions r4 and r5, and does not benefit in changing his 
action to r1 or r2 or r3. Likewise, considering that student B 
chooses action r4 or r5, then student A has no benefit to change 
the action from r2 to r1 or r3 or r4 or r5. Between these two 
strategies, (r2, r5) is Pareto efficient. This means that these two 
items (r2 and r5) should be recommended to the group members 
in order to optimize the satisfaction for each individual member, 
whereas, no-one of the students can get more payoff 
(satisfaction) without decreasing the payoff of the other student, 
indicating an optimal solution for the group as a whole. 

4 EXPERIMENTAL EVALUATION  

4.1 Participants and experimental setup 
The proposed game-theoretic group recommendation method 
was evaluated on a realistic setting with data from an empirical 
study with 105 students (59 girls [56.2%] and 46 boys [43.8%], 
aged 16 years old) from a European High School. The study 

involved a collaborative activity and was conducted in three 
phases, in September 2017. 

During the first phase, 155 educational resources (i.e., worked 
examples, solved exercises, self-assessment questions with their 
answers, etc.), designed to trigger the students’ interest on the 
Python programming language, were randomly assigned to the 
individuals. Each student had to study and rate at least 3, but not 
more than 5 items, within 2 days. For the rating of the items, the 
students had to assess their own perceived usefulness of each 
item (adopted from [9]) and their own perceived clarity of each 
item (adopted from [37]), in a 5-point Likert-like scale (Table 3). 
The average score per student was considered as the student’s 
perceived satisfaction from the corresponding item.  

Table 3: Constructs and items for the measurement of 
satisfaction 

Construct Items 

Perceived 
Usefulness of 
item (PUi) 

PUi1 The item helped me improve my learning 
PUi2 The item enhanced my effectiveness 
PUi3 The item increased my productivity 
PUi4 The item met my expectations    

Perceived 
Clarity of 
item’s 
content (PCi) 

PCi1 The item was clear and understandable 
PCi2 The item was relative with the syllabus 
PCi3 The item helped me greatly to understand 

the course theme 
PCi4 The item triggered intellectual curiosity 

 
The resulting dataset from this phase consisted of |L|=105 

students, |R|=155 items and |SL|=605 student-item ratings.  
For the needs of the second phase, the students were 

arranged into four general, equivalent groups: one experimental 
(E – 27 students) and three control groups (C1 – 26 students, C2 
– 25 students, C3 – 27 students). Each of these general groups 
was further partitioned in |G|=9 sub-groups (i.e., 36 sub-groups 
in total), with |g| varying from 2 to 3 students per sub-group. 
Three types of sub-groups were formed with respect to their 
members’ previous ratings: (a) homogeneous, (b) heterogeneous, 
and (c) mildly heterogeneous. For the group formation, k-means 
clustering was applied; the group members were either selected 
from the same clusters (homogeneous), or they were chosen 
based on the proximity of the cluster centroids (heterogeneous 
and mildly heterogeneous). Details on the group formation are 
beyond the scope of this paper. One (or more) item(s) were 
delivered to each sub-group regularly (every two days) for two 
weeks, depending on the recommendation strategy employed. 
More precisely, the suggested game-theoretic method (GT) was 
used to decide on the recommendations for the sub-groups of E, 
whereas the respective recommendations delivered to the sub-
groups of C1 were generated according to the popular Average 
aggregation method (AVG), the Least Misery method (LM) 
provided the recommendations to the sub-groups of C2, and 
finally, the recommendations to sub-groups of C3 were decided 
according to the Most Pleasure method (MP). AVG, LM and MP 
are briefly demonstrated in section 4.2.2.  

ijŝ
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After studying the recommended items for two days, all 
group members had to rate them both individually, and as a 
team. Every second day the S matrix, containing the real 
individual ratings, was updated. Another matrix, V, containing 
the actual group ratings on the items was also constructed and 
updated. At the end of the second week, the student-item ratings 
were |SL| =1133, and the group-item ratings were |SG|=196. It 
should be noted that all sub-groups of the control groups 
received one item per recommendation cycle (every two days), 
whereas the sub-groups of the experimental group received up-
to-three items per cycle. Throughout the experimental process, 
the items recommended to each sub-group should not have been 
previously seen and rated by any of the sub-group members. 

Finally, the third phase of the activity was about 
collaboratively writing simple functions in Python, using their 
knowledge gained during the previous two phases.  

4.2 Methods and Evaluation metrics 
4.2.1 Group decision strategies. As stated in the previous sub-
section, for each one of the control groups (i.e., C1, C2, C3), the 
expected group satisfaction from an item was provided by a 
different group decision (aggregation) method, formulating how 
the corresponding sub-groups of students reach to a consensus 
and come up with a decision about that particular item. More 
precisely, the group satisfaction ratings were assigned according 
to the following strategies: 
• C1 – Average (AVG): A consensus-based approach, where all 

group members jointly and equally make a decision. Let k be 
the number of students in a group, sij the satisfaction of student 
i from item j, then the group satisfaction equals the average 

satisfaction ratings across the group members: . 

• C2 – Least-Misery (LM): A borderline approach that targets to 
please the least happy member of the group, resulting the 
group to behave under a least-misery principle. In this case, 
the group satisfaction equals the minimum satisfaction among 
all group members: . 

• C3 – Most-Pleasure (MP): Another borderline group decision 
strategy satisfying the highest rating within the group. The 
satisfaction a group of k students gets from an item j equals the 
maximum satisfaction within the group: . 

All solutions were implemented in MATLAB. Furthermore, 
the Gambit tool [27] was used to verify the correct identification 
of Nash equilibria. 
4.2.2 Evaluation measures. Our proposed method targets at 
solving conflicts of interest by minimizing the prediction error of 
group satisfaction from the recommended educational resources 
(items). In the context of prediction accuracy estimation, the 
Root Mean Square Error (RMSE) is generally accepted as a good 
measure of precision, commonly used as an evaluation metric to 
compare prediction errors of different models for the same data.  
It measures the sample standard deviation of the difference 

between values approximated by an estimator and the values 
actually observed [12]. In our study, we explore the precision of 
our prediction with respect to satisfaction from the 
recommended items, as it is actually rated by a given group of 

students. RMSE is computed as:  , where 

n is the number of items rated. Lower values indicate better 
predictions, and consequently, better decision strategy. 

We also used maximum RMSE for capturing the robustness of 
the recommender system, as it corresponds to the worst-case 
accuracy across any group. Lower mRMSE values indicate that all 
groups will receive good recommendations. This measure is 

computed as:  . 

Furthermore, to measure the quality of the ranked list of 
recommended items delivered to groups of students, i.e., to 
evaluate its goodness, we used a measures from Information 
Retrieval, specifically crafted for ranking: the Normalized 
Discounted Cumulative Gain (nDCG) which assumes multiple 
levels of relevance [14].  

In simple terms, Discounted Cumulative Gain (DCG) 
measures the gain of an item (i.e., the relevance score – if rating 
is missing, zero value is set) based on its position in the resulting 
list. The gain from the list is accumulated from top to bottom, 
and more relevant items are preferable to be on the top of the 
list. Thus, prior to accumulation, the scores are divided by the 
logarithm of the item’s position, leading to a discount. DCG for a 
group of k students at position N (length of recommendation 

list), is computed as: . However, 

comparing DCGs between groups of students is not valid. As 
such, normalized DCG (nDCG) values are computed by 
arranging all items in an ideal order, and next dividing DCG by 
the ideal one (IDCG). Accordingly, nDCG is defined as:

, where IDCG is the maximum 

possible DCG, and nDCGk@N getting values between 0 and 1, 
with 0 indicating the worst ranking and 1 representing the ideal 
ranking of items. In our study, due to limitations in available 
educational resources to be used as the recommendation items 
set, we only used short lists of up-to five items per group. Thus, 
we calculated nDCG with N=3 and N=5. 

4.3 Results 
Tables 4, 5, and 6 demonstrate the results for the evaluation 
measures for all decision support strategies compared in this 
study, i.e., the currently proposed game-theoretic method (GT) 
applied on the experimental group, and the Average (AVG), 
Least-Misery (LM), and Most-Pleasure (MP) methods applied on 
each one of the control groups, for homogeneous (high inner 
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sub-group similarity), mildly heterogeneous (medium inner sub-
group similarity), as well as heterogeneous (low inner sub-group 
similarity) synthesis of the sub-groups respectively. The sub-
groups sizes was firm, varying from two to three students, as 
explained in section 4.1. 

Table 4: Prediction accuracy and goodness of ranked list of 
recommendations for homogeneous groups  

 RMSE mRMSE nDCG@3 nDCG@5 
GT 0.348 0.515 0.967 0.969 

AVG 0.352 0.458 0.968 0.968 
LM 0.373 0.633 0.889 0.887 
MP 0.412 0.839 0.884 0.879 

Table 5: Prediction accuracy and goodness of ranked list of 
recommendations for mildly heterogeneous groups  

 RMSE mRMSE nDCG@3 nDCG@5 
GT 0.365 0.464 0.957 0.953 

AVG 0.401 0.906 0.925 0.925 
LM 0.526 1.212 0.846 0.841 
MP 0.815 2.007 0.824 0.798 

Table 6: Prediction accuracy and goodness of ranked list of 
recommendations for heterogeneous groups  

 RMSE mRMSE nDCG@3 nDCG@5 
GT 0.432 0.825 0.934 0.923 

AVG 0.647 1.414 0.852 0.851 
LM 0.722 1.883 0.737 0.726 
MP 1.206 2.704 0.689 0.624 

 

According to these results, all decision support methods 
achieve low approximation error in prediction of satisfaction 
ratings for the homogeneous students’ sub-groups. On the 
contrary, for (mildly) heterogeneous sub-groups, accuracy is 
high for the GT and AVG methods, but the prediction error 
significantly increases when the aggregation strategy is LM or 
MP. Furthermore, the group recommendations effectiveness 
tends to decrease only for the heterogeneous sub-groups. Figure 
2 illustrates the goodness of the ranked list of recommended 
items delivered to the sub-groups of students (a) when the top 
ranked items are 3 (nDCG@3) and (b) when the top ranked items 
are 5 (nDCG@5), according to the inner similarity of the sub-
groups, and by considering the decision support strategy.  

5 DISCUSSION AND CONCLUSIONS 
Recommending educational resources (items) to groups of 
students, targeting at optimizing all students’ satisfaction, is a 
complicated task. The core issue is to determine how a group of 
students reaches a consensus about the rating for each item in a 
way that reflects the interests and satisfaction of all group 
members. This study focuses on solving conflict of interest 
among students and recommending educational resources to 

groups in online collaborative learning contexts, and follows a 
non-cooperative game-theoretic perspective. 

 

 

(a) 3-top ranked recommendation items 

 

(b) 5-top ranked recommendation items 

Figure 2: Effectiveness of group recommendations with 
respect to the aggregation strategy and the group inner 
similarity. 

Game theory is about social situations, providing solid 
recommendations to the players regarding their own optimal 
strategy, as well as administering an external observer that 
predicts the outcome of interactions (i.e., in our approach, the 
decision support system). However, the best collective result 
does not always come from each individuals following their own 
interest, but rather from reaching the group’s consensus; 
whereas a Nash Equilibrium does not correspond to a socially 
optimal outcome, a Pareto optimal equilibrium describes a social 
optimum in the sense that no individual player can improve 
their payoff without making at least one other player worse off. 
Pareto efficiency is not a solution concept, but is used to evaluate 
the overall gain.  

An empirical study with a realistic dataset was conducted for 
the evaluation of the suggested approach.  The goal was to 
compare the performance accuracy and the effectiveness of 
ranked lists of recommended items delivered to groups of 
students by the suggested method to other state-of-the-art 
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decision support methods. The following novel facts and 
important observations have risen. 

Firstly, from tables 4, 5 and 6, it becomes apparent that the 
proposed game-theoretic strategy minimizes the prediction error 
of the sub-group satisfaction ratings, as, by far, it scores the 
lowest RMSE values for all categories of inner sub-group 
similarity. Especially for the highly heterogeneous sub-groups, 
the other aggregation methods combine potentially conflicting 
rankings that could create a group recommendation which might 
not be satisfactory for the group members. In this case, the GT 
decision strategy resolves sufficiently the conflict of interest and 
delivers the most appropriate items to the students. However, 
mRMSE demonstrates some variance in the prediction error 
across sub-groups. In particular, for the homogeneous sub-
groups, the GT method did not have the lowest prediction error; 
in this case, it turns out that the AVG strategy was a better 
approach, although only slightly. Yet, this was an expected 
finding, since the average method works well in most cases of 
homogeneous groups.  

Moreover, we also observe that our method has a good 
overall performance (i.e., the nDCG values reflecting the 
effectiveness of ranked list or recommendations), although not 
always the best. However, it is important to notice that, 
compared to the other methods, the performance of the proposed 
GT seems to be stable and robust, regardless of the inner sub-
group similarity, targeting ranking quality and demonstrating 
only small variations. From the evaluation results it was found 
that nDCG for the GT method is close to 1.0 (higher than 0.9) in 
all cases of sub-group homogeneity, whereas the respective 
values for the other methods decrease as the inner group 
similarity decreases.  

However, there are some limitations. Firstly, the samples of 
the 155 educational resources and 105 students considered in the 
evaluation process are small; bigger datasets should be analyzed. 
Secondly, we investigated only groups of two to three students; 
the behavior of GT with larger groups of students (e.g., 4 to 5 
members) should be explored as well. Thirdly, for all the 
involved decision support methods, we left out the comparison 
of the gain of group recommendations with respect to individual 
recommendations, i.e., comparing the effectiveness of group 
recommendations to the gain for individuals from the 
recommendations; additional evaluation is required in this case. 
Lastly, we assumed that the group formation method used in this 
study would not raise issues of uncertainty; more accurate 
(unbiased) methods for group formation should be applied.    

Furthermore, a number of challenges for future work has 
emerged. For example, more sophisticated measures of 
satisfaction could be applied (e.g., incorporating the students’ 
affective states, perceived enjoyment, challenge). The learning 
analytics research could contribute towards this direction. Yet, 
another challenging issue is focusing on the transparency of the 
group recommendation: showing each individual’s payoff and 
eventually, how satisfied the other group members are, could 
improve the particular student’s understanding of the 

recommendation process, and perhaps make it easier to accept 
the educational resources that initially he/she did not like.  

To conclude, the contribution of this paper is the launching 
of a non-cooperative game-theoretic method for recommending 
balanced sequences of educational resources (items) to groups of 
students. The proposed solution demonstrates a socially 
optimum group recommendation method, beyond aggregation of 
individual profiles or merging of individual recommendation 
approaches, and yields statistically significant results even for 
highly heterogeneous groups of students. 
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