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ABSTRACT 

Differences in learners’ behavior have a deep impact on their 

educational performance. Consequently, there is a need to detect 

and identify these differences and build suitable learner models 

accordingly. In this paper, we report on the results from an 

alternative approach for dynamic student behavioral modeling 

based on the analysis of time-based student-generated trace data. 

The goal was to unobtrusively classify students according to their 

time-spent behavior. We applied 5 different supervised learning 

classification algorithms on these data, using as target values 

(class labels) the students’ performance score classes during a 

Computer-Based Assessment (CBA) process, and compared the 

obtained results. The proposed approach has been explored in a 

study with 259 undergraduate university participant students. The 

analysis of the findings revealed that a) the low misclassification 

rates are indicative of the accuracy of the applied method and b) 

the ensemble learning (treeBagger) method provides better 

classification results compared to the others. These preliminary 

results are encouraging, indicating that a time-spent driven 

description of the students’ behavior could have an added value 

towards dynamically reshaping the respective models.  

Categories and Subject Descriptors 

K.3 [Computers and Education]: General 

Keywords 

Learner behavioral modeling, assessment analytics, computer-

based testing, supervised learning classification.  

1. INTRODUCTION 
The landscape on Learning Analytics (LA) research over the last 

five years has rapidly changed. Lately, the educational research 

community has shifted towards exploring different, multiple, more 

complex and more information rich data sources (e.g. tangible and 

wearable computing, immersive learning environments, shared 

workspaces, massive open online courses, etc.), in order to 

identify new suitable measures of learning and success (e.g. affect, 

attention, attitudes, community structure, degrees of competence, 

expectations, satisfaction, social dynamics, etc.) and develop 

applications that are expected to enable personalized learning on a 

large scale (e.g., [1], [2], [3], [4], [5], [6]).  

Detecting undesirable learner behaviors, and profiling learners are 

among the core objectives of LA research. Moreover, differences 

in learners’ behavior have a deep impact on their performance. As 

apparent, there is a need to detect and identify these differences 

and build suitable learner models accordingly. These models will 

further assist in improving the personalization of educational 

services at a larger scale. 

In this paper, we present a method for dynamic student behavioral 

modeling based on the analysis of temporal, student-generated 

trace data. The goal was to unobtrusively classify students 

according to their time-spent behavior during assessment 

processes. In particular, we explored a large range of supervised 

learning classification algorithms (SLA) (namely Artificial Neural 

Networks-ANNs, Support Vector Machines-SVMs, Naïve Bayes-

NB, k-Nearest Neighbors-kNN and treeBagger) on a dataset 

consisting of time-based data (including total time to answer 

correctly, total time to answer wrongly, total idle time, effort and 

goal expectancy) using as target values (class labels) the students’ 

performance during a Computer-Based Assessment (CBA) 

process. Next, we present the results from a study with 259 

undergraduate participant students from a Greek University. For 

the study, we employed the LAERS assessment environment [7]. 

We discovered that a) the low misclassification rates, as well as 

the high sensitivity and performance measures are indicative of 

the accuracy of employing temporal trace data for student 

behavioral modeling and b) the ensemble learning (treeBagger) 

method provides better and more solid classification results 

compared to the other SLA algorithms. 

The rest of the paper is organized as follows: in section 2, we 

briefly review existing work regarding student modeling methods, 

approaches and results. In section 3, we explain the motivation 

and rationale of our research. In section 4, we present the 

experiment methodology, the data collection procedure and the 

analysis methods that we applied, while in section 5, we analyze 

the results from the case study. Finally, in section 6, we discuss 

the major findings and conclude with future implications. 

2. RELATED WORK 
Student modeling can be defined as the process of information 

extraction from different sources into a profile representation of 

student’s knowledge level, cognitive and affective states, and 
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meta-cognitive skills on a specific domain or topic [8, 9]. The 

goal is to describe and/or predict particular behavioral patterns. 

Identification and modeling of students and students’ learning 

behavior is a primary educational research objective. A student 

model is used to represent multiple student’s characteristics – 

either static (e.g., age, gender, etc.), or dynamic. The most 

common among the dynamic characteristics include student’s 

personality traits, performance, goals, achievements, prior and 

acquired domain knowledge, [10], learning strategies, preferences 

and styles [11], making decisions and analyzing abilities, critical 

thinking and communication skills, collaborative skills [12], 

errors and misconceptions, motivation, emotions and feelings, 

self-regulation, self-explanation and self-assessment [13], [31]. 

More recently, the time dimension has been explored for 

modeling user behavior [e.g., 14, 15, 16]. Barua et al. [14] 

included temporal data in order to construct a model for long-term 

goal setting representation, while Belk et al. [15] also used 

response-times in combination with the given answers in order to 

discriminate “Verbal” users from “Imagers”. The work in [16] is 

yet another example of time-spending exploitation during an 

experiment with eye-tracking technology for classification of 

users in a user-independent fashion.  

In the educational research domain, Shih, Koedinger and Scheines 

[17] used worked examples and logged response times to model 

the students’ time-spent in terms of “thinking about a hint” and 

“reflecting on a hint”. The goal was to capture behaviors that are 

related to reasoning and self-explanation during requesting hints. 

It was found that specifying the moments that teacher should 

intervene requires to better distinguish between students who use 

worked examples, how they use them and their response times.  

Additional studies have shown that the temporal interpretation of 

students’ engagement in task solving during testing, could be used 

for predicting their progress [7, 18]. In particular, it was found 

that Total Time to Answer Correctly (TTAC), Total Time to 

Answer Wrongly (TTAW) and goal expectancy (GE) are strong 

determinants of Actual Performance (AP), and Total Idle Time 

(TIT) is an indicator of students’ effort (EFF) [30] during testing. 

3. MOTIVATION AND RARIONALE OF 

THE RESEARCH 
As stated in the introduction, differences in learners’ behavior 

have a deep impact on their performance. As apparent, there is a 

need to detect and identify these differences and build suitable 

learner models accordingly. These models will further assist in 

improving personalization of educational services. Consequently, 

it is important for systems developers to identify the parameters 

that could be used for fully adapting the assessment items to the 

examinees’ level of ability/expertise or for providing personalized 

feedback during CBA (e.g., the recommendation of the most 

appropriate next testing item).  

Further, since the temporal interpretation of the students’ behavior 

has been found to explain satisfactorily their actions [14, 16] and 

to provide statistically significant explanation of students’ 

performance [7, 18], additional research should be conducted 

regarding whether temporal, user-generated trace data could be 

used for student behavioral modeling purposes. 

In this paper, we suggest a method for dynamic student behavioral 

modeling. In particular, we propose the use of temporal, student-

generated trace data that are unobtrusively and seamlessly tracked 

during a CBA procedure. Such mechanisms for tracking temporal 

data are cost-effective, consume low computational resources, and 

can be easily implemented in any CBA system. Moreover, our 

methodology applies multiple supervised learning algorithms 

(SLAs), including ANNs, SVMs, kNN, NB and treeBagger for 

classifying and analyzing this type of data. 

4. METHODOLOGY 

4.1 Research participants and data collection 
In this study, data were collected from a total of 259 

undergraduate students (108 males [41.7%] and 151 females 

[58.3%], aged 20-27 years old (M=22.6, SD=1.933, N=259) from 

the Department of Economics at University of Macedonia, 

Thessaloniki, Greece. 12 groups of 20 to 25 students attended the 

midterm exams of the Computers II course (related to databases, 

information systems and introduction to e-commerce). For the 

purposes of the examination, we used 34 multiple choice 

questions. Each question had two to four possible answers, but 

only one was the correct. The participants could skip or re-view 

the questions and/or alter the submitted answer. Finally, the 

participation to the midterm exams procedure was optional. As an 

external motivation to increase the students’ effort, we set that 

their score would participate up to 30% to their final grade. 

4.2 The LAERS Assessment Environment 
In our study, we used the LAERS assessment environment [7], 

which is a CBA system that we are developing in order to 

automate the provision of personalized recommendations of most 

appropriate next task as adaptive feedback service.  

At the first phase of the implementation, we configured a testing 

mechanism and a tracker that logs the students’ temporal data. 

The testing unit displays the multiple choice quiz tasks delivered 

to students. Each task is displayed separately and one-by-one. The 

students can temporarily save their answers on the tasks, before 

submitting the quiz, and they can change their initial choice by 

selecting the task to re-view from the list underneath. They submit 

the quiz answers only once, whenever they estimate that they are 

ready to do so, within the duration of the test.  

Table 1. Features from the raw log files 

Feature 

1. student ID 2. the task the student works on 
3. the answer the student submits 4. the correctness of the submitted 

answer 
5. the timestamp the student 

starts viewing a task 
6. the timestamp the student 

chooses to leave the task (saves 
an answer) 

7. the total time the student 
spends on viewing the tasks 
and submitting the correct 
answers 

8. the total time the student spends 
on viewing the tasks and 
submitting the wrong answers 

9. the idle time the student 
spends viewing each task 

10. how many times the student 
views each task 

11. how many times the students 
change the answer they submit 
for each task 

12. the student’s total time on task 

13. the student’s GE 14. the effort required (EFF) 
15. the student’s AP  
 

 

The second component of the system records the students’ activity 

data during testing. We also embedded into the system a pre-test 

questionnaire (consisting of 3 questions) in order to measure each 

student’s goal expectancy (GE) (a measure of student self-

confidence and goal orientation regarding the use of a CBA, 

proposed in Computer Based Assessment Acceptance Model 

(CBAAM) [19]). GE has two dimensions: the students’ 



preparation to take the CBA and the desirable level of success for 

each student. GE actually measures if the learners are fulfilled 

with their preparation. The students, before taking the CBA, set a 

goal regarding a percentage of correct answers that provides them 

a satisfying performance. The three items from the questionnaire 

that measure GE were: a) GE1: Courses’ preparation was 

sufficient for the CBA, b) GE2: My personal preparation for the 

CBA, and c) GE3: My performance expectations for the CBA. GE 

was found to be a direct strong determinant of the temporal 

variables and concurrently an indirect strong determinant of AP 

[7]. The overall features/attributes of students’ activity either 

tracked, computed and/or measured are listed in Table 1. 

4.3 Feature Subset Selection 
The initial raw log file contained a sample of the 15 attributes 

(features) to be used in this study. Our pre-experimental thoughts 

were that some of the attributes were ‘‘noisy’’; i.e. contain signals 

not related to the target of classification. Therefore, we first 

attempted to remove spurious attributes using feature subset 

selection. Feature selection reduces the dimensionality of data by 

selecting only a subset of features (i.e., predictor variables) to 

create a model. Selection criteria usually involve the minimization 

of a specific measure of predictive error for models fit to different 

subsets. Algorithms search for a subset of predictors that 

optimally model measured responses, subject to constraints such 

as required or excluded features and the size of the subset. Note 

that the number of attributes to select is crucial in the analysis of 

the data. In this experiment, we ranked the 15 attributes from most 

to least informative. The attributes were ranked using the 

sequential feature selection method of MATLAB. This method 

has two components: a) an objective function, called the criterion, 

which the method seeks to minimize over all feasible feature 

subsets, and b) a sequential search algorithm, which adds or 

removes features from a candidate subset while evaluating the 

criterion.  

4.4 Analysis Methods 
The machine learning techniques are divided into those performed 
without supervision (unsupervised learning), and those that take 
place under supervision (supervised learning). The algorithms that 
belong to the first category build a model without knowing the 
desired outputs for the training set. Typical example of 
unsupervised learning is association rules mining between the 
values of characteristics within the learning vectors. However, 
most of the research activity in the field of machine learning 
concerns learning with supervision (supervised learning), typical 
example of which is the categorization or classification problems. 

Suppose there is a data set containing observations with 
measurements on different variables (called predictors) and their 
known class labels. If predictor values are obtained for new 
observations, could the classes those observations belong to be 
determined? This is the problem of supervised classification: the 
task of assigning objects to one of several predefined classes. In 
other words, it is the task of learning a target function f to map 
each input attribute set x to one of the predefined class labels y.  

Each classification technique employs a learning algorithm to 

identify a model that best fits the relationship between the 

attribute set and the class label of the input data. These techniques 

operate in two phases: the training phase and the testing phase. 

[20, 21]. In the present study, we explored 5 different advanced 

supervised learning techniques for classifying students based on 

their time-based characteristics (predictors) and according to their 

actual performance (class label). In particular, we tried Artificial 

Neural Networks (ANNs), Support Vector Machines (SVM), 

Naïve Bayes (NB), k-Nearest Neighbors (kNN) and the 

treeBagger method. These are some of the well-known classifiers 

used in the machine learning field, and the most common 

approaches explored with a plurality of different attributes in the 

learning analytics and educational data mining research domain.  

Artificial Neural Networks (ANNs) are computational systems 

based on the structure, processing method and learning ability of 

the brain [29]. When performing classification analysis with an 

existing dataset, a commonly adapted approach, named holdout 

validation, is used to split the data into a larger set for training the 

ANN and a smaller set for testing the model [23]. In this work, a 

Feed Forward neural network has been created and trained. 

Support Vector Machines (SVM) is a supervised learning method 

for linear modeling. For classification purposes, nonlinear kernel 

functions are often used to transform the data into a feature space 

of a higher dimension than that of the input before attempting to 

separate them using a linear discriminator [24, 25]. In this work, a 

third degree polynomial kernel function was employed. 

Naïve Bayes (NB) are a family of simple probabilistic classifiers 
based on applying Bayes' theorem with strong independence 
assumptions between the predictors within each class. During the 
training step, the method estimates the parameters of a probability 
distribution. Next, during the prediction step, the method 
computes the posterior probability of that sample belonging to 
each class, and classifies the test data accordingly [20]. 

k-Nearest Neighbors (kNN) is a non-parametric method used for 
classification. Given an unknown sample, a kNN classifier 
searches the pattern space for the k training samples that are 
closest to the unknown sample. kNN is based on the principle that 
the samples within a dataset will generally exist in close proximity 
to other samples that have similar properties [26, 27].  

Bagging Bagging (Bootstrap Aggregating) is an ensemble 
method that creates separate samples of the training dataset and 
creates a classifier for each sample. In fact, bagging predictors is a 
method for generating multiple versions of a predictor and using 
these to get an aggregated predictor. The aggregation does a 
plurality vote when predicting a class. The multiple versions are 
formed by making bootstrap replicates of the learning set and 
using these replicates as new learning sets [20, 28]. 

4.5 Measures and Performance Criteria  
Evaluation of the performance of a classification model is based 
on the counts of test records correctly and incorrectly predicted by 
the model, tabulated in a confusion matrix. Generally speaking, 
the (i,j) element in the confusion matrix is the number of samples 
whose known class label is class i and whose predicted class is j. 
The diagonal elements represent correctly classified observations.  

However, the confusion matrix is not convenient to compare the 
performance of different models. Accuracy is a single-value 
performance metric defined as the proportion of correct 
predictions to the total predictions. Further, the performance of a 
model can be expressed in terms of its error rate, which is given 
as the proportion of wrong prediction to the total predictions [20, 
21]. The errors committed by a classification model are generally 
divided into two types: resubstitution errors (training errors) and 
test errors (generalization errors). The resubstitution error is the 
proportion of misclassified observations on the training set, 
whereas the test error is the expected prediction error on an 
independent set. A good model must have low resubstitution error 
as well as low test error [20, 22]. 

A method commonly used to evaluate the performance of a 
classifier is cross validation. The k-fold cross validation method 
segments the data into k equal-sized partitions. This procedure is 
repeated n times so that each partition is used the same number of 



times for training and exactly once for testing. We used a 
stratified k=10-fold cross validation with n=100 iterations for 
estimating the misclassification (test) error [20, 21, 22]. 
Moreover, sensitivity analysis is a method for identifying the 
“cause-and-effect” relationship between the inputs and outputs of 
a prediction model. This method is often followed in machine 
learning techniques to rank the variables in terms of their 
importance according to the sensitivity measure [22]. Finally, F-
score (or F-measure) is a measure of a test's accuracy. It considers 
the precision and the recall of the test to compute the score. In 
simple terms, high precision means that an algorithm returned 
substantially more relevant results than irrelevant, while 
high recall means that an algorithm returned most of the relevant 
results [21, 22]. The F-score can be interpreted as a weighted 
average of the precision and recall, where an F-score reaches its 
best value at 1 and worst score at 0 [20]. 

5. RESULTS 
Table 2 outlines the SLA methods we applied on the input data, 
the number of classes being predicted (i.e., the different categories 
of students’ performance results), the overall accuracy of the 
prediction (for training and testing respectively) together with the 
respective sample sizes (90% for training and 10% for testing for 
all SLA methods), and the tool used during the analysis. 

Table 2. A summary of our experiment 

SLA used # of classes 
predicted 

Sample size Accuracy of 
prediction 

Simulation 
tool used 

ANNs, SVMs, 
NB, kNN, 
treeBagger  

7-class  259 samples in 
total 
233 for training 
26 for testing  

100% for 
training  
76% for testing 

MATLAB 

5.1 Exploratory data analysis  
Table 3 illustrates the variables (features) used to train and test the 

machine learning networks, during the experiment, as well as the 

range of their values: 

Table 3. Features used for training and testing 

 Variable Description Type Value Range T
e
m

p
o

r
a

l  

TTAC Total time to 
answer correctly 

Simple ≥0 (msec) 

TTAW Total time to 
answer wrongly 

Simple ≥0 (msec) 

TIT Total idle time Simple ≥0 (msec) 
EFF Effort Composite 0-1 

Time-varying  AP* Actual 
Performance 

Simple 0-1.5 

Self-reported  GE Goal 
expectancy 

Latent 0-5 

*AP: target (output)-dependent variable 

Further to that, Table 4 illustrate the covariance matrix for all five 

input variables. As it can be seen, there are no strong correlations 

between the variables.  

Table 4. Covariance matrix for all predictor variables  

  TIT TTAC TTAW EFF GE 

TIT 1.000         
TTAC -0.082 1.000       
TTAW -0.313 0.357 1.000     
EFF -0.353 0.056 0.259 1.000   
GE 0.128 0.098 0.055 0.564 1.000 

5.2 Classification results  
In this study, we initially explored the previously described 
methods with an input dataset consisting of three variables 
(predictors): TTAC, TTAW and GE. We chose to examine these 
variables based on the formerly reported results from [7]. Table 5 
presents the performance results (resubstitution error, true test 
error, sensitivity, and F-score) for all the methods used to develop 
a classification model in this study with these three features and 
with testing sample size 10% of the initial dataset.  

Table 5. Performance metrics for cross-validation 10% with three features 

Test Set Size |cvpartition| = 10% (k-fold=10) 
Classifier ANN SVM kNN NB ENS** 
Resub Error 0.34 NaN 0.30 0.38 0.00 
True Test Error* 0.24 0.27 0.28 0.24 0.24 
Sensitivity 0.96 0.95 0.95 0.96 0.96 
F-score 0.87 0.85 0.86 0.85 0.88 

*True test error=cross-validation error, **ENS:ensembles of decision trees 

These results demonstrate that all methods achieve high 
classification performance, since the true test error varies from 
0.24 (ENS method) to 0.28 (kNN method). Further to that, the 
sensitivity measure is close to 1 in most cases (0.95-0.96) and the 
F-score is also high (0.85-0.88). Moreover, from this table it 
becomes apparent that the ENS method provides better 
classification results compared to the other methods, while the 
kNN and NB methods also achieve satisfactory results. 

Based on this finding, we examined how the highly performing 
methods (ENS, kNN and NB) change their output when applied to 
more input variables (predictors). We explored this question with 
two additional features: TIT and EFF. Table 6 illustrates the 
performance metrics for the ENS, kNN and NB methods with 4 
(initially we added TIT) and 5 (finally we added EFF) features 
and testing sample set to 10% of the initial dataset. 

Table 6. Performance metrics for test set size 10% with 4 and 5 features 

Forward Feature 
Selection 

'TTAW', 'TTAC', 'GE', 
EFF' 

'TIT', 'TTAW', 
'TTAC', 'EFF', 'GE' 

Classifier kNN NB ENS kNN NB ENS 
Resub Error 0.30 0.37 0.00 0.30 0.36 0.00 
True Test Error 0.28 0.28 0.28 0.24 0.32 0.24 
Sensitivity 0.95 0.95 0.95 0.96 0.94 0.96 
F-score 0.85 0.86 0.85 0.88 0.82 0.84 

As seen from this table, ENS does not seem to be affected by the 
additional features, providing results similar to the previous ones 
(conducted using with three features only). On the contrary, the 
performance of the other two methods is slightly reduced when 
the number of predictors increases. 

6. DISCUSSION AND CONCLUSIONS  
In this paper, we explored student-generated temporal trace data 
for modeling students’ behavior during a CBA procedure 
according to the students’ performance score. Our goal was to 
unobtrusively and seamlessly identify the students’ time-spent 
behavioral patterns in order to dynamically shape the respective 
models. The motivation for our experimentation was based on 
previous research studies that analyzed temporal parameters for 
user modeling and reported significant results. During our 
experimentation, we applied 5 advanced SLA techniques.  

Our findings verify formerly reported results [15], [17] regarding 
the capability of temporal data to represent, describe and model 
the students’ behavior. In particular, our findings indicate that the 
total time to answer correctly and the total time to answer wrongly 
in combination with the goal expectancy could satisfactorily be 
used for classification of students during computer-based testing. 
The low misclassification rates are indicative of the accuracy of 
the proposed method. Further to that, from tables 5 and 6 it 
becomes apparent that the ensemble learning (treeBagger) method 
provided the most accurate classification results compared to the 
other methods. However, an interesting finding that requires more 
investigation is that most algorithms perform worse when two 
additional features are included in the analysis. We still have to 
explore why this is happening and weather these additional 
features are appropriate for classification purposes.  

Based on the findings, we suggest that one can identify a set of 
functional temporal (or behavioral) factors/parameters that could 
constitute the core components of a system’s architecture. For 
example, TTAC, TTAW, TIT, EFF and GE are only indicative 
variables that could be embedded into a testing system in order to 

http://en.wikipedia.org/wiki/Precision_(information_retrieval)
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model the test-takers and to guide adaptation and personalization 
of services. Systems like that would aim at personalizing the 
deliverable service according to their user’s model. For example, 
such a service could be the recommendation of the next most 
appropriate task according to the student’s model and detected 
level of expertise (based on the corresponding timely predicted 
performance). In this case, the system should be “trained” in order 
to “recognize” and model its current users based on their temporal 
and behavioral data. Then, it should “choose” the appropriate task 
(among the collection of tasks from an item bank) that best 
corresponds to the needs and meets the abilities of the user, in 
order to improve the expected outcome. Finally, the system 
should inform the users about their progress and either suggest the 
selected task (as a CAT system) or allow the users to make their 
own choice of the next task (as a CBT system). 

The approach suggested in this paper was applied on a dataset 
collected during an assessment procedure in the context of mid-
term exams. However, the nature of the data collected (time-based 
parameters) and the general-purpose methodology followed for 
the analysis of these data (SLA), render this approach replicable 
and/or transferable to other contexts, and eliminate the restriction 
of using it only during testing. The temporal factors are not 
contextualized to the LAERS assessment environment, but a 
similar tracker could be embedded in any adaptive learning 
system. For example, time-related parameters (time-spent) could 
be tracked to measure the duration of solving/implementing sub-
activities or sub-tasks in the context of project-based learning, or 
to measure the duration of studying and exercising with learning 
modules during inquiry-based learning, etc., along with the 
number of repeating the intermediate, facilitating steps (e.g. 
watching educational videos, opening and using educational 
resources, participating in discussions, etc.).  

As a next step, we are planning to deeper explore the patterns of 
these classes in terms of time-spent, i.e., which are the specific 
characteristics of the time-spent behavior of the examinee that 
belong to each one of the classes. Moreover, we plan to 
investigate other patterns within the students’ time-spent behavior 
aiming at identifying unwanted behaviors that affect the 
assessment results, by employing other suitable mining 
techniques, like process mining. Finally, we envisage creating the 
learner model simultaneously, while the student takes the test, in a 
stream mining fashion, which would enrich the profile modeling 
with a notion of dynamics, allowing for adaptive question 
sequencing. 
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