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Abstract: Learning automata are used at the
source nodes of a multimedia network to dy-
namically control the externally arriving traffic
to the network. A new fixed structure learn-
ing automaton algorithm is used to control the
traffic.

At every network source, each different traf-
fic type (data, voice, video, e.t.c.) is controlled
by a different learning automaton. Every learn-
ing automaton makes its decisions based on in-
formation about the current performance of its
associated traffic.
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1. INTRODUCTION

Advances in data transmission and switch-
ing over the last years promise deployment of
communication systems with bandwidth and
switching speeds that are orders of magnitude
higher than the current systems. However, the

commercial relevance of a networking technol-
ogy depends not only on the functional aspects,
but even more on the cost of introducing it into
the existing infrastructures through end-system
integration, cabling, interconnection and man-
agement [1].

Video on demand, videoconferencing, multi-
media database retrieval, digital libraries, tele-
education, tele-medicine, multiparty interac-
tive video games and distributed multimedia
cooperative work are just a few of the many
distributed multimedia applications that have
emerged in recent years. Widespread use of
such applications will require networks that
can offer transport services to any type of me-
dia. Communications services have tradition-
ally been provided by different types of net-
works: telephone networks for voice, cable TV
networks for video, data networks for computer
communications. In contrast, multimedia net-
works must integrate communication services
for all media types in a single network. It
is widely accepted that multimedia networks
should be based on a packet (or cell) switching
paradigm [2].

Multimedia networks will offer efficient sta-
tistical multiplexing of multiple traffic types
(data, voice, video etc.) on a single high
speed integrated services network. Because of
the real-time characteristics of audio/visual ap-
plications, multimedia networks must guaran-
tee stringent Quality Of Service (QOS). Mul-
timedia applications are not only bandwidth-
hungry, bur require also to meet real-time delay
constraints, delay ”jitter” restrictions, packet
loss guarantees etc.

When multimedia communications are han-
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dled over a network, a severe performance bot-
tleneck and service quality degradation is pos-
sible at the switches. To solve this problem,
dynamic traffic control to adjust to current net-
work conditions is necessary. Efficient traffic
control can make orders of magnitude differ-
ence in terms of cost-effectiveness.

When a multimedia application requests
communication through the network, an admis-
sion control decision should be made. If there
are not available network resources, the con-
nection request is rejected; otherwise the con-
nection is established and a path is selected for
transfering the traffic.

In this paper, we present a dynamic traf-
fic control scheme based on learning automata
algorithms. These are adaptive control algo-
rithms for highly uncertain systems [3]. They
select an action and then update their action
decisions according to the outcome of the se-
lected action. The greatest potential of the
learning automata methodology is that it per-
mits the control of very complex dynamic sys-
tems. Even when little information is available,
they act to minimize the effects of future sys-
tem changes. Learning automata have been ap-
plied to routing problems like telephone rout-
ing [4-7], datagram routing [8,9], and virtual
circuit routing [10,11]. British Telecom has al-
ready developed a learning automata routing
system for use in their long distance network
[12].

In section 2, we introduce a new fixed struc-
ture learning automaton algorithm, that has
fast rate of convergence and is suitable for
switching environments, eg. multimedia net-
works. In section 3, we propose that learning

automata at the source nodes of multimedia
networks control the externally arriving traf-
fic. We suggest that at each source, there is
a different learning automaton for each traffic
type between each specific source-destination.
In section 4, we discuss candidate performance
metrics that may be used by the learning au-
tomata in controlling the traffic. Finally, in sec-
tion 4, we conclude on the proposed approach.

2. A NEW LEARNING AUTOMA-

TON ALGORITHM

Here, we present the STack ARchitecture

(STAR) automaton, a fixed structure, multi-
action, reward-penalty learning automaton.
STAR is characterized by the star shaped struc-
ture of its state transition diagram. There are
r branches, one for each action in the action
set. There is an additional, neutral state, from
which each action is selected equiprobably.

At each instant n, the automaton selects
probabilistically (according to the action prob-
ability vector p(n)) an action a(n) = i from
the finite action set a. The probability that
the automaton selects action i, at time n is
the action probability pi(n) = Prob[a(n) = i];

we have
r∑

i=1

pi(n) = 1 ∀n. The environment re-

sponds with β(n); when the response is favor-
able (reward) β(n)=0, when it is unfavorable
(penalty) β(n) = 1.

The automaton can be in any of r +1 states,
Φ = {0, 1, ..., r} (Figure). When the automa-
ton is in state i (i = 1, 2, ..., r), it performs ac-
tion i with probability close to 1 and any other
action with very small probability (close to 0).



On the other hand, the state 0 is a special,
so-called “neutral” state: when in that state,
the automaton choooses any of the r actions
equiprobably.

The transitions from state to state are de-
scribed by the following rules, where i, j =
1, ..., r and j 6= i.

1. When in state 0 and chosen action is i, if
rewarded go to state i w.p. 1 − δ̂1 or stay
in state 0 w.p. δ̂1:

F0i0,i = 1 − δ̂1, F0i0,0 = δ̂1, F0i0,j = 0

but if punished, go to state i w.p. δ̂2, or
stay in state 0 w.p. 1 − δ̂2:

F0i1,i = δ̂2, F0i1,0 = 1 − δ̂2, F0i1,j = 0

2. When in state i, i 6= 0 and chosen action
is i, if rewarded stay in state i w.p. 1− δ1

or go to state 0 w.p. δ1:

Fii0,i = 1 − δ1, Fii0,0 = δ1, Fii0,j = 0

if punished, go to state 0 w.p. 1 − δ2, or
stay in state i w.p. δ2:

Fii1,i = δ2, Fii1,0 = 1 − δ2, Fii1,j = 0

3. When in state i, i 6= 0 and chosen action
is j, if rewarded stay in state i w.p. δ1 or
go to state 0 w.p. 1 − δ1:

Fii0,i = δ1, Fii0,0 = 1 − δ1, Fii0,j = 0

if punished, go to state 0 w.p. δ2, or stay
in state i w.p. 1 − δ2:

Fii1,i = 1 − δ2, Fii1,0 = δ2, Fii1,j = 0

In the next section, we use the STAR for
controlling the various traffic streams in multi-
media networks.

3. LEARNING TRAFFIC CONTROL

At every source node [s.], there are many
learning automata, each one for a particular
traffic type (data, voice, video etc.) and desti-
nation node [.d].

Each learning automaton rejects or routes
newly arriving calls of its associated traffic
type. Let there exist r − 1 paths between
source-destination [sd]. The decisions of the
automaton depend on the performance require-
ments and constraints of its associated traf-
fic type and are based on the achieved perfor-
mance.

The actions of each automaton are to route
the call to its destination through a particular
path i, (i = 1, ..., r− 1), or to reject the call by
sending it through a fictitious path r.

Next, we describe the operation of an au-
tomaton for the traffic type c between source-
destination [sd].

When the automaton is in state 0, it selects
any path with equal probability 1/r. Let the
automaton select path i, (i = 1, ..., r): if the



performance of the traffic type c on this path
is ”good”, the automaton goes to state i with
large probability 1− δ̂1 or stays in state 0 with
small probability δ̂1 (0 ≤ δ̂1 � 1); otherwise,
the automaton goes to state i with small prob-
ability δ̂2 or stays in state 0 with large proba-
bility 1 − δ̂2 (0 ≤ δ̂2 � 1).

When the automaton is in state i, (i =
1, ..., r), it selects path i with probability 1− θ,
(0 ≤ θ � 1), and every other path j, (j =
1, ..., r, j 6= i) with probability θ/(r − 1).

Let the automaton select path i: if the per-
formance of the traffic type c on this path is
”good”, the automaton stays in state i with
large probability 1 − δ1 or goes to state 0 with
small probability δ1 (0 ≤ δ1 � 1); otherwise,
the automaton stays in state i with small prob-
ability δ2 or goes to state 0 with large proba-
bility 1 − δ2 (0 ≤ δ2 � 1).

Let the automaton select path j(j 6= i): if
the performance of the traffic type c on this
path is ”good”, the automaton stays in state i
with small probability δ1 or goes to state 0 with
large probability 1−δ1; otherwise, the automa-
ton stays in state i with large probability 1−δ2

or goes to state 0 with small probability δ2.

Thus, summing up the main points of the
routing and admission control, let a call of
type c arrive at source [s.] requiring transfer
to destination [.d]. Based on its current ac-
tion probabilities, assume that the correspond-
ing automaton select path i for routing the call.
Then, we measure the performance of traffic
type c over the selected path i, as well as the
performance of traffic type c over the other
paths j. If the performance of the call meets its

QOS requirements and is better than the per-
formance of similar calls over the other paths,
then we say that it was a ”good” decision, oth-
erwise it was a ”bad” decision. For the special
case of action r, we say that the decision to re-
ject a call is ”good”, if the call can not meet its
QOS requirements on any path. Subsequently,
the automaton moves to the next state as de-
scribed above. When a new call of type c ar-
rives at source [s.] destined to [.d], the automa-
ton selects a path according to the probabilities
of its current state.

In the next section, we describe QOS require-
ments for multimedia traffic.

4. PERFORMANCE METRICS

Multimedia networks will carry many differ-
ent multimedia applications and each one of
them will communicate many different traffic
types (data, voice, sound, video, image etc.).
Each traffic type of a particular application has
special QOS requirements that must be met.
For example, HDTV requires cell loss probabil-
ity < 10−12 and cell delay < 40msec. The tol-
erance regions of various data, voice and video
traffic calls are described below:

voice: cell loss < 10−4 to 10−6

cell delay < 10msec to 150msec

data: cell loss < 10−9 to 10−12

cell delay < 10msec to 500sec

video: cell loss < 10−9 to 10−12

cell delay < 10msec to 10sec

Depending on the specific traffic type, the



performance metric used in the learning au-
tomaton could be the virtual path length [11],
the unfinished work [10], the cell delay [11], the
cell delay jitter, the ratio of the lost (blocked)
cells over the cells that are sent etc.

Let Xc
i (k) be the measurements of traffic

type c at path i of the performance metric used
in the learning automaton. Define

µ̂c
i(k+1) = (1−ε)µ̂c

i(k)+εXc
i (k) ε ∈ [0, 1]

(X̂c
i (k + 1))2 = (1 − ε)(X̂c

i (k))2 + ε(Xc
i (k))2

(σ̂c
i (k + 1))2 = (X̂c

i (k + 1))2 + (µ̂c
i(k))2

Summarizing, the automaton selects a path i
for sending a call of type c. This action will be
a ”good” decision, if the performance metric
of traffic type c at path i meets its QOS re-
quirements and is better than the performance
metric of traffic type c over the other paths:

µ̂c
i(k + 1) < QOSc

µ and

µ̂c
i(k + 1) = min

j
{µ̂c

j(k + 1)}

or

(σ̂c
i (k + 1))2 < QOSc

σ2 and

(σ̂c
i (k + 1))2 = min

j
{(σ̂c

j(k + 1))2}

Then the automaton updates its state and
select the path for the next call of type c.

5. CONCLUSIONS

In this paper, we use learning automata
at the source nodes of a multimedia network
to dynamically control the externally arriving
multimedia traffic. Each learning automaton

is associated with a particular traffic type and
source-destination pair. Each automaton can
be in any of r+1 states, where r−1 is the num-
ber of paths between the source-destination.
It makes transitions from state to state de-
pending on the achieved performance of its ac-
tions, which are to reject a new call or route
it through a particular path. The automaton
takes its actions according to fixed probabilities
associated with its current state. If the selec-
tion of a path results in good performance for
the particular traffic type, the automaton tends
to stay in the state that patronage this path.
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