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Abstract. Detecting, recognizing and modelling patterns of observed examinee
behaviors during assessment is a topic of great interest for the educational
research community. In this paper we investigate the perspectives of process-
centric inference of guessing behavior patterns. The underlying idea is to extract
knowledge from real processes (i.e., not assumed nor truncated), logged auto-
matically by the assessment environment. We applied a three-step process
mining methodology on logged interaction traces from a case study with 259
undergraduate university students. The analysis revealed sequences of interac-
tions in which low goal-orientation students answered quickly and correctly on
difficult items, without reviewing them, while they submitted wrong answers on
easier items. We assumed that this implies guessing behavior. From the con-
formance checking and performance analysis we found that the fitness of our
process model is almost 85 %. Hence, initial results are encouraging towards
modelling guessing behavior. Potential implications and future work plans are
also discussed.
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1 Introduction

The rise of educational data mining and learning analytics promises to deconstruct the
deeper learning processes into more simple, distinct mechanisms, for understanding
and supporting human learning accordingly [1]. This is envisaged to be achieved by
tracking every type of interactions within any type of information system supporting
learning or education (formal, informal, ubiquitous, mobile, virtual or real-world),
converting them into explorable educational datasets, subjecting them into mining, and
coding them into interpretable and useful schemas. Interaction analysis covers a
number of methods for empirically exploring the space of humans’ activities with each
other and with objects in their environment via the use of artefacts and technology, for
identification of practices and problems, and the origins for their solution [2]. In the
educational context, technology-mediated learning supports learners’ ability to interact
with other learners, tutors, content interfaces, features and digital environments, and
provides a great opportunity for recording, filtering and processing logged interaction
trace data regarding systems’ usage and user activity indicators [3].
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Recently, researchers attempt to extract indicators of students’ behavior from
multiple and diverse logged data sources. The exploration of the underlying relation-
ships between these indicators and learning outcomes, its forthcoming analysis and the
endeavor to identify patterns and model students’ performance based on their actual
interactions, has attracted increased attention (e.g. [4—6]). In these cases, advanced data
mining and machine learning techniques have been utilized, beyond traditional sta-
tistical analysis methods, in order to investigate the abovementioned relationships.

1.1 Problem Statement - Motivation of the Research and Research
Questions

As apparent, recognizing patterns of students’ behaviors during assessment — which is
closely related to measuring performance — is crucial for the research community.
When it comes to computer-based testing procedures — which is a typical, popular and
widespread method of online assessment — one of the observed unwanted examinee
behaviors that needs to be detected and appropriately managed and that critically
affects the assessment result (e.g., score) is guessing of the correct answer on testing
items.

The prevalent methods for modelling guessing behavior include Item Response
Theory (IRT)-based techniques and Bayesian Knowledge Tracing (BKT), both of
which adopt a probabilistic approach for hypothesizing and investigating students’
behavior either within testing environments [7, 8] or within Intelligent Tutoring Sys-
tems [9]. In these approaches, researchers defined thresholds for discriminating non-
effortful guessing responses from solution behavior upon test speededness (i.e.,
amounts of times to answer the question) [10, 11], explored different combinations of
IRT-parameters (e.g. difficulty-based guessing models based on test-taking motivation,
the corresponding effort expenditure, the correctness of the answer and the estimated
examinee ability) [12], contextualized the estimation of the probability that a student
has guessed or slipped [13], and enhanced previous results with skill difficulty driven
by the estimation of knowledge acquisition during each step of the problem solution
procedure [14].

However, the abovementioned methodologies (a) follow an outcome-centric
probabilistic consideration, in terms of employing the student’s ability/performance
estimation, and (b) do not “dive” into the causation and origins of the occurring
interactions.

In order to overcome these shortcomings, the novelty of the present approach
resides in the following facts: (a) we investigate the perspectives of process-centric
(rather than outcome-centric) inference of guessing patterns, (b) we explore full-
fledged process models with concurrency patterns, unlike most of the traditional
educational data mining techniques which focus on data or simple sequential structures
[15], and (c) we associate student’s goal-orientation to exhibiting guessing behavior
during assessment. Thus, the research question (RQ) is:

“Can we discover behavioral patterns (sequence/repetition/alternation/frequency/duration)
within event logs that can be associated with guessing during testing?”
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The underlying idea in the proposed approach is to employ process mining in order
to extract knowledge from event logs tracked automatically by the testing environment
[16, 17]. In particular, we suggest a three-step process mining methodology on logged
trace data: (a) an initial control flow perspective, (b) next, the identification of
sequences of events, (c¢) and finally, the classification of these sequences of events
based on students’ time-spent on correctly and wrongly answered questions, student’s
goal-orientation and questions’ difficulty, and their mapping to respective behavior
schemas.

In this paper we present the results from a study that we conducted in order to explore
the capabilities of the proposed methodology on recognizing meaningful patterns that
imply guessing behavior. 259 undergraduate students from a Greek University partici-
pated in an assessment procedure designed for the study. We employed the LAERS
assessment environment [6] to collect the data (i.e., track students’ interactions logs)
during testing. For the mining purposes we used the ProM process mining tool [18] —a
generic open-source framework for implementing process mining tools in a standard
environment. The analysis revealed patterns of interactions in which low goal-orientation
students frequently answered quickly and correctly on difficult items, without reviewing
or altering them, while they submitted wrong answers on easier items. We classified this
as guessing behavior. In order to measure the model’s ability to re-reproduce all execution
sequences that are in the log, we performed conformance checking and performance
analysis. The fitness of our process model was almost 85 %. In essence, we suggest that
process mining of temporal traces, taking into consideration each student’s
goal-orientation can be used for modelling guessing behavior during testing.

The rest of the paper is organized as follows: in Sect. 2, we provide an overview of
process mining applied in the educational domain. In Sect. 3, we present the experi-
ment methodology, the data collection procedure and the analysis methods that we
applied, while in Sect. 4, we analyze the results from the case study. Finally, in Sect. 5,
we discuss on the major findings, possible implications and future work plans.

2 Process Mining: An Overview

Process mining is a relatively new technology which emerged from the business
community, and at the same time, a field of research situated at the intersection of data
mining and business process management. The main objective of this technology is to
allow for process-related knowledge extraction from event logs, automatically recorded
by Information Systems [16]. The target is “to discover, monitor and improve real
processes” [19, p.34]. In other words, the purpose of process mining is to identify,
confirm or extend process models based on actual data.

The core component of all process mining tasks is an event log. An event log is a
set of finite event sequences, whereas each event sequence corresponds to a particular
process instance (i.e., a case) of an activity, and can have a timestamp and an actuator
executing or initiating the activity [19]. The sequence of events executed for a case is
called a trace. Thus, within an event log, multiple cases may have the same trace.

The most prominent process mining technique is process model discovery (i.e.,
structures that model behavior), which includes the complete process model production
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from event-based data, without using any a-priori information. The constructed process
model reflects the behavior observed in the original log and is able to reproduce it.

In the educational domain, typical examples of event logs may include learner’s
activity logs in e-learning environments (e.g. learning management systems, intelligent
tutoring systems, etc.), use of pedagogical/educational resources, examination traces,
participation and engagement in collaborative activities, etc. Examples of cases where
process mining has been the central methodology, include the discovery of processes
followed by the learners in different contexts, such as in self-regulated learning [20], in
collaborative learning [21, 22], in collaborative writing [23, 24], in multiple-choice
questions tests [25], and the discovery of learning habits based on MOOC data [26].

More precisely, in [25], process model discovery and analysis techniques (such as
Petri nets, Heuristic and Fuzzy miner) were used to analyze assessment data (e.g. cor-
rectness of the answer, certitude, grade, time-spent for answering the question, etc.) from
online multiple choice tests and to investigate the students’ behavior during online
examinations. In the collaborative learning context, the authors explored regulatory
processes [21], and analyzed collaborative writing processes and how these correlate to
the quality of the produced documents [23, 24]. In addition, the analysis of behavioral
learner data (i.e., related to modeling and prototyping activities during a group project and
the respective scores) with process mining techniques — targeting a complex problem
solving process — shed light on the cognitive aspects of problem-solving behavior of
novices in the area of domain modeling, specifically regarding process-oriented feedback
[27]. Yet, in [26] the objective was to provide insights regarding students and their
learning behavior (watching videos in a recommended sequence) as it relates to their
performance. Finally, in the context of enhancing self-regulated learning [20], the authors
analyzed the temporal order of spontaneous individual regulation activities.

In these examples from the educational domain, the prevailing process model
discovery techniques were control-flow mining algorithms, which allow the discovery
of educational processes and learning paths based on the dependency relations that can
be inferred from event logs. The results of mining educational datasets with process
mining provided useful insight regarding the improvement of understanding of the
underlying educational processes, allowing for early detection of anomalies [23, 24].
These results were used for generating recommendations and advice to students [26], to
provide feedback [27] to either students, teachers or/and researchers, to help students
with specific learning disabilities, to improve management of learning objects [20], etc.

In our approach, we applied a three-step process mining methodology during a
testing procedure, and explored its capabilities on recognizing meaningful patterns of
guessing behavior during examination. We elaborate on this methodology in Sect. 3.

3 Methodology

3.1 Research Participants and Data Collection

In this study, data were collected from a total of 259 undergraduate students (108 males
[41.7 %] and 151 females [58.3 %], aged 20-27 years old (M = 22.6, SD = 1.933,
N = 259) from the Department of Economics at University of Macedonia, Thessaloniki,



Process Mining of Interactions During Computer-Based Testing 5

Greece. 12 groups of 20 to 25 students attended the midterm exams of the Computers IT
course (related to introduction to databases, information systems and e-commerce). For
the purposes of the examination, we used 34 multiple choice quiz items. Each item had
two to four possible answers, but only one was the correct. Finally, the participation to
the midterm exams procedure was optional. As an external motivation to increase the
students’ effort, we set that their score would participate up to 30 % to their final grade.

In our study, we used the LAERS assessment environment [6], which is a
Computer-Based Assessment system that we are developing. At the first phase of its
implementation, we configured a testing unit and a tracker that logs the students’
interaction data. The testing unit displays the multiple choice quiz items delivered to
students separately and one-by-one. Within the duration of the test, the students can
temporarily save their answers on the items, before submitting the quiz, can skip or
re-view them and/or alter their initial choice by selecting the item to re-view from the
list underneath. They submit the quiz answers only once, whenever they estimate that
they are ready to do so.

The second component of the system records the students’ interaction data during
testing. In a log file we tracked students’ time-spent on handling the testing items,
distinguishing it between the time on correctly and wrongly answered items. In the
same log file, we also logged the times the students reviewed each item and the times
they changed their answers, and the respective time-spent during these interactions. In a
separate file we also calculated the effort expenditure on each item and estimated the
item’s difficulty level [28]. Finally, we embedded into the system a pre-test ques-
tionnaire in order to measure each student’s goal expectancy (GE) (a measure of
student goal-orientation and perception of preparation [29]) in a separate log file. The
final collected dataset includes the features illustrated in Table 1.

Table 1. Features from the raw log files

1. The student’s 1D 9. The total time the student spends on viewing the
tasks and submitting the correct answers

2. The task the student works on 10. The total time the student spends on viewing
(question 1d) the tasks and submitting the wrong answers

3. The answer the student submits 11. How many times the student views each task
(answer Id)

4. The correctness of the submitted 12. How many times the student changes the
answer submitted answer for each task

5. The timestamp the student starts 13. The student’s effort required

viewing a task
6. The timestamp the student chooses to | 14. The item’s difficulty
leave the task (saves an answer)
7. The idle time the student spends 15. The student’s goal-expectancy (GE)
viewing each task

8. The student’s total time on task 16. The student’s actual performance (final score).
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In this study we applied a three-step process mining methodology on logged trace
data and explored its capabilities on recognizing meaningful patterns of interactions
that imply guessing behavior: (a) initially we adopted a control flow perspective
(Petri-Nets [30]), (b) next, we identified sequences of events (traces), and finally,
(c) we classified these sequences of events based on the students’ time-spent on cor-
rectly and wrongly answered questions, the student’s goal-orientation and the ques-
tion’s difficulty, and mapped them to respective behavior schemas.

3.2 Data Pre-processing and Construction of the Petri Net

Data pre-processing allows the transformation of original data into a suitable shape to
be used by process mining algorithms. During this process, and within the dataset, we
identified abstract behaviors of students regarding the testing items (i.e. students’
actions), which we then coded into fasks. In our study we define as task T = {View(v),
Answer Correctly(ac), Answer Wrongly(aw), Review(r), Change to Correct(chc),
Change to Wrong(chw)}, the simplest learner’s action. In addition, and since students’
time-spent on each task is a continuous variable, that is difficult to subject into mining,
we classified the students’ temporal behavior in 4 clusters by applying the k-means
algorithm (with k = 4). We experimented and executed the k-means algorithm for a
number of iterations with different values of k (k =3, k=4, k=5, k = 10). We
computed the sum of squared error (SSE) for these values of k and plotted k against the
SSE. According to the “Elbow” method [31], we finally selected k = 4. For simplicity
reasons we call Cluster C = {medium-slow(ms), quick(q), medium-quick(mgq), slow
(s)}. Table 2 shows a sample of the consolidated event log with each row representing
one event.

Table 2. Features after the data pre-processing

Caseld | Resource | timestamp | questid | answid | spenttime | Cor/ness | task | Cluster
170 16610 13:36:38 | 59 231 54.487 |0 aw | ms
172 30314 13:51:07 |60 235 24.759 |0 aw | mq
174 30314 12:33:30 |61 239 65.909 |0 aw | ms
175 22514 13:36:44 | 56 219 10498 |1 che | q
177 16610 13:37:12 | 60 232 31133 |1 ac | ms
179 22514 13:36:59 |57 221 11.391 1 ro|q
180 22514 13:37:26 | 58 225 27.091 1 r|mgq
181 18805 13:37:41 | 58 undef |32.591 |2 v |ms
182 25711 13:37:44 |56 219 30332 |1 ac | ms
184 16610 13:37:40 |61 239 26.254 |0 aw |mq
185 22514 13:37:51 |59 231 24.562 |0 chw | mq
187 18805 13:39:55 | 59 undef |110.063 |2 v

188 30314 12:34:03 |61 239 5.167 0 ro|q
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Our analysis of the logged data explores the temporal behavior of students. Hence,
the final clustered tasks considered in this study included 24 events classes E = {quick
view(qv), quick review(qr), quick correct(qc), quick wrong(qw),..}.

Next, we performed a dotted chart analysis in order to gain some insight in the
underlying processes and the respective performance. Figure 1 illustrates the results of
this analysis. All the instances (one per student) are sorted by the duration of the
computer-based assessment.

ProM UlTopia - oKl

Fig. 1. Dotted Chart Analysis (Color figure online)

The basic idea of the dotted chart is to plot a dot for each event in the log according
to the time. Thus, it enables visually examining the complete set of data in an event log
and highlighting possible interesting patterns within the log. The dotted chart has three
orthogonal dimensions: time and component types. The time is measured along the
horizontal axis of the chart. The component types (e.g., originator, task, event type,
etc.) are shown along the vertical axis. Note that the first component considered is
shown along the vertical axis, in boxes, while the second component of the event is
given by the color of the dot. Let us also note that in a dotted chart, common patterns
among different cases are not clearly visible.

For detecting common patterns between the behavioral “traces” (response strate-
gies) of the students during testing, in our case study, we mined the event log for Petri
Nets using Integer Linear Programming (ILP). The ILP Miner is known for the fact that
it always returns a Petri Net that perfectly fits a given event log [32]. Figure 2 illustrates
the generated Petri Net which describes the generic pattern of answering questions,
allowing for answer-reviews and changes. In this figure, the states (i.e., the events) and
the transitions between them, including sequences, braches and loops between events
are summarized for the whole sample, modeling the testing behavior of the participants.
Every question can be answered correctly or wrongly and the student can spent a lot or
less of time on answering the question. Further, a question can be viewed or reviewed
and the student may change the submitted answer. The latter decision is modeled by an
internal transition (painted in black) that goes to the final place of the net.
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Fig. 2. The Petri Net that models the handling of testing items in our study

3.3 Identification of Traces - Conformance Checking and Performance
Analysis

A process that specifies which event need to be executed and in what order is a
workflow process model. In our study, we identified 47 sequences of events, i.e. fraces.
We define every unique sequence of events as frace TR; = {TR; = {qv,qw,qr,mqv,
mqc, ...}, TR, = {sv,qw,msv,mqc,qr,mst,...}, ...}. Figure 3 shows all the paths
detected within the event log, corresponding to the solution strategies the students
follow during testing. All the 47 traces are illustrated in this figure. The numbers on the
arrows indicate how many cases follow the specific trace. Sequences of events,
branches and loops are also illustrated in this figure.
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Fig. 3. Paths and traces detected in the event log of student’s interactions with the testing-items

Before performing the conformance checking and performance analysis, we
enhanced the process mining technique with trace alignment. In fact, trace alignment
prepares the event logs in a way that can be explored easily and it complements
existing process mining techniques focusing on discovery and conformance checking.
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Trace alignment allows for similarity detection between traces, inducing interesting
patterns of testing-item manipulation by the students during assessment. Given the
great heterogeneity in traces, only few of the produced clusters delivered a good trace
alignment.

Next, we performed conformance checking and performance analysis This analysis
may be used to detect deviations, to locate and explain these deviations, and to measure
their severity. We found that the fitness of our process model (i.e. whether the log
traces comply with the description in the model) is almost 85 % (40 out of the 47 traces
were re-produced correctly). This is particularly useful for finding out whether (or how
often) the students exhibit guessing behavior. Then, we classified these sequences of
events based on the students’ time-spent on correctly and wrongly answered questions,
their GE and the question’s difficulty, and mapped them to respective behavior
schemas.

4 Results

4.1 Recognition of “Guessing Behavior” Pattern

Figure 4(a) and (b) are samples of the traces followed by students who answered
correctly and wrongly to the most of the questions respectively.
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Fig. 4. Traces of (a) high achieving students, (b) low achieving students

As seen from Fig. 4(a), high achieving students answer correctly on the items,
review the items and in those that they initially submitted a wrong answer, they revise
it, think about it and submit a new, correct answer. Similarly, from Fig. 4(b) one can
tell that low achieving students answer wrongly on the questions, they will not revise
them and will not change their answers. Note that, high achieving students also denote
high goal-expectancy (GE). In [6] it was found that there is a positive effect of GE on
their time to answer correctly, while there is a negative effect of GE on time to answer
wrongly, indicating that poorly prepared students will spend less time on questions.

However, the major category of the students are those who achieve an intermediate
score. In this case, two major behaviors have been identified: those who will try their
best, but not answer all items correctly and may have slipped some answers, and those
who may have guessed some of the answers. The traces of these two categories are
illustrated in Fig. 5.
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Fig. 5. Traces of students exhibiting (a) solution, (b) guessing and (c) slipping behavior

As seen from Fig. 5 (a), the students view and review the items and try to “solve”
the questions and submit the correct answers. They spent a considerable amount of time
on dealing with the question and in some case, they might change their answers. On the
contrary, Fig. 5 (b) corresponds to a trace that implies guessing behaviour. That is
because in both traces, the students have answered fast and correctly on an item that has
been found to be a difficult one, while they have submitted false answers on less
difficult items. Furthermore, in both cases, the students do not revise the “suspicious”
item. In an analogous way, in Fig. 5 (c), the students have slipped an easy item, by
submitting fast a wrong answer, while answering correctly on the most difficult items.

5 Discussion and Conclusions

The issue of detecting and appropriately managing the observed examinee guessing
behavior during testing is a central topic for the educational research community. In
general, guessing behavior is expressed as rapidly occurring random responses,
implying either that the students did not exhibit effort exertion or that they did not fully
consider the testing item. Previous methods from related work, follow a probabilistic
consideration on the identification of guessing behavior, that is outcome-centric and do
not “dive” into the causation of the interactions that take place. In order to overcome
these shortcomings, the novelty of the present approach resides in the following facts:
(a) we investigate the perspectives of process-centric (rather than outcome-centric)
inference of guessing patterns, (b) we explore full-fledged process models with con-
currency patterns, and (c) we associate student’s goal-expectancy to exhibiting
guessing behavior during assessment. In essence, the core research question of this
study concerned the discovery of behavioral patterns (sequence/repetition/alternation/
frequency/duration) within event logs that can be associated with guessing during
testing.

In the suggested approach, the underlying idea was to extract knowledge from event
logs (i.e., real processes) tracked automatically by the testing environment. Hence, in
order to address the research question, we applied a three-step process mining method-
ology on logged trace data. In our approach, we initially employed Petri Nets from a
control flow perspective, next we identified sequences of tasks (traces), and finally, we
classified these traces based on the students’ time-spent on correctly and wrongly
answered questions, their goal-expectancy and the question’s difficulty, and mapped
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them to respective behavior schemas. We conducted a study with 259 undergraduate
university students who participated in an assessment procedure appropriately designed.
We employed the LAERS assessment environment to track examinees’ interactions logs
during testing, and the ProM process mining tool for mining the logs. We discovered 47
behavioral traces (patterns) in total. The analysis revealed patterns of interactions in
which low goal-orientation students frequently answered quickly and correctly on dif-
ficult items, without reviewing or altering them, while they submitted wrong answers on
easier items (Fig. 5). We classified this as guessing behavior. This is partially in agree-
ment with previous research results [8, 10], according to which the response time of
guesses is usually very short compared to the amount of time required for the items.

In order to measure the model’s ability to re-reproduce all execution sequences that
are in the log, we performed conformance checking and performance analysis. The
fitness of our process model was almost 85 %, with 40 out of the 47 traces to conform
to the description in the model, and be correctly re-produced. Initial results are
encouraging, indicating that process mining of temporal traces, taking into consider-
ation each student’ s goal expectancy can provide reliable modelling of guessing
behavior.

However, it is important to note that an event log contains only example behavior,
i.e., we cannot assume that all possible traces have been observed. In fact, an event log
often contains only a fraction of the possible behavior [16]. Moreover, and in agree-
ment with [20], although the proposed methodology may be useful for gaining insight
into the students’ interactions with the learning and assessment items, however, one
identified disadvantage of process mining and descriptive modelling is that they are not
directly suitable for statistical testing (e.g., significance testing).

According to [33], guessed answers increase the variance error of test scores and
lower the test reliability. The accurate modelling of guessing behavior could lead to
using the frequency of this behavior as an indicator of students’ disengagement with
the test. Identification of guessing behavior patterns could also assist in assessing the
quality of multiple-choice items, re-designing the testing items, and change those that
have caused guessing behavior too frequently. Furthermore, and since process mining
is a promising methodology for behavioral pattern recognition within educational
logged data, one possible research direction would be to explore the optimum size of
the test (number of items) as well as the position of the items within the test, and
associate these with fatigue and lack of focus, that could hinder guessing behavior. In
[25] the authors employed process mining on assessment data and found that 35 %
percent of the students answered the first question right and had high confidence. It
would be interesting to measure the correct answers on this item if it was delivered as
the last item of the assessment process and considering the students’ confidence [34].

In the educational context, the application of process mining to learner’s interaction
trace data can become valuable assets for discovering, monitoring and improving real
processes by extracting knowledge from learning-oriented event logs. We believe that
analysis of behavioral learner data with process mining can add value in addition to the
currently available learning analytics tools and techniques.
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